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Motivation
We study the problem of embodied scene understanding to bridge the gap 
between embodied AI and 3D scene understanding: an agent need to understand 
its surroundings (situations) from a dynamic & egocentric view, then accomplish 
reasoning & planning tasks accordingly (situated reasoning).



Motivation

We believe, truly generalist representations should support such challenging 
situation understanding and situated reasoning in embodied, 3D scenes.



What is SQA3D?

Given a scene context (3D scan, egocentric video, BEV pictures…), the agent needs to 
understand its situation from a description, then answer a question.



Examples from SQA3D

The green boxes indicate relevant objects in situation description while red boxes are for the 
questions. The virtual avatar      marks the actual location of the agent.



Building SQA3D

We recruit our workforces from Amazon Mechanical Turk (AMT). A multi-staged collection 
strategy is adopted to ensure manageable workload and higher data quality.



Dataset statistics

Compared to counterparts with template-based text, 
SQA3D offers more diverse questions thanks to our 
AMT workforces.



Comparison to related benchmarks

To the best of our knowledge, SQA3D is the largest dataset combines the best of both worlds: 
situated reasoning, human-written text, and diverse & challenging problems. 



Models for SQA3D?

Canonical question answering models for 3D scan, video and image input are evaluated. We further 
explore zero-shot large models (GPT-3, Unified QA) by converting the 3D scene into captions.



Benchmarking: quantitative results

*aux. task: we introduce an additional location prediction task to encourage better situation understanding.



Benchmarking: quantitative results

*aux. task: we introduce an additional location prediction task to encourage better situation understanding.

Situation understanding.  Models with better situation 
understanding (w/ stxt, w/ aux. task) generally deliver better results.



Benchmarking: quantitative results

Representation of 3D scenes. 3D scan could still to be better 
representation of 3D scenes than egocentric videos and BEV pictures.



Benchmarking: quantitative results

Zero-shot models. These models indeed have great potential in common 
sense reasoning, spatial language understanding, etc. But they could be 
bottlenecked by 3D captions.



Benchmarking: quantitative results

Human vs. machine. Amateur human participants that only learn from a 
handful of examples promptly master our tasks and the gap to the best 
model is still large (47.2% vs 90.06%).



Benchmarking: qualitative results & failure modes

Most-attended bbox is highlighted in red. Our best model (ScanQA + aux. task) are more likely to 
attend to the relevant objects and provide the correct answer.



When the model fails to 
attend to the relevant 
objects, there is a good 
chance it will also provide 
the wrong answer.



Takeaway

We present SQA3D, a new benchmark for embodied scene understanding, 
aiming at bridging the gap between 3D scene understanding and embodied AI. 

SQA3D is the largest dataset combines the best of both worlds: situated 
reasoning, human-written text, and diverse & challenging problems.

State-of-the-art multi-modal QA models and zero-shot large models struggle on 
SQA3D and the gap to amateur human participants is also considerable.

Code & benchmark: https://sqa3d.github.io 
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