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ML is stepping into a new era

Class
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1990s 2010s 2020s

e More data, O(10k) -> O(10M) -> O(1T);
e More parameters, O(1M) -> O(1b) -> O(100b);

e More computation, GFLOPS -> TFLOPS
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ML is stepping into a new era
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1990s

e Complex domains and semantics

e Close world (vocabulary) -> open world (vocabulary)
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...and so is embodied Al
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ScanNet-200: Language-Grounded Indoor 3D Semantic Segmentation in the Wild



...and so is embodied Al

: o} e
“work” - Activity

Ha |

“anything soft” - Property

“where to sit” - Affordance

OpenScene: 3D Scene Understanding with Open Vocabularies
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...and so is embodied Al

Top-down visualization Task: Find the gingerbread house

CoWs on Pasture:
Baselines and Benchmarks for Language-Driven Zero-Shot Object Navigation

@ Machine Learning @ BIGAI



A paradigm shift for embodied Al

contrived; limited tasks;
static; close world...

@ Machine Learning @ BIGAI

NeurlIPS 2023 HomeRobot: Open Vocabulary Mobile
Manipulation (OVMM) Challenge

Find Object on Start Receptacle Pick Object from Start Receptacle

_
. ol
:

%a

Toy Animal

Chair

realistic; massive tasks;
dynamic open world...
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LEO: An Embodied Generalist CraftJarvis: Multi-task Embodied stav tuned
Agent in 3D World Agents in an Open World y

it CraftJarvis
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LEO: An Embodied Generalist
Agent in 3D World

&EL Machine Learning @ BIGAI
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LEO: An Embodied Generalist Agent

An Embodied Generalist Agent in 3D World,
arXiv preprint 2023

3D-VisTA: Pre-trained Transformer for 3D Vision and Text Alignment,
ICCV 2023

SQA3D: Situated Question Answering in 3D Scenes,
ICLR 2023

embodied-generalist.github.io

ﬁ/ Machine Learning @ BIGAI
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https://embodied-generalist.github.io/

Embodied Generalist Agent

Capabilities: Perception, Grounding, Reasoning, Planning, Acting

Tasks
3D Object Captioning 3D Question Answering 3D Dialogue = Embodied Navigation
Scene Captioning Embodied Reasoning Task Planning Robotic Manipulation
3D World

13
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Single-modal agent

System
Message

You are an assi-
stant situated
in a 3D scene.

Tokenizer
N2

<1>| [Instruction

User: Please set

up a home office.

Tokenizer
N2

Large Language Model

1. Choose a room...
2. Plan the layout...

3. Create a workspace...

Without scene awareness:
ambiguous, hallucination

Machine Learning @ BIGAI

Human

Task: Throw away paper
Step 1: Walk to home office
Step 2: Walk to desk

Step 3: Find desk

Step 4: Turn to desk

Step 5: Find chair

Step 6: Sit on chair

Step 7: Find check

Step 8: Grab check

Step 9: Squeeze check

Step 10: Stand up

Step 11: Walk to trashcan
Step 12: Put check on trashcan

GPT-2 1.5B

Task: Brush teeth
Step 1: Go to bathroom

GPT-3 175B

Translated GPT-3 175B

Task: Throw away paper

Step 1: Walk to home office

Step 2: Walk to wastebasket

Step 3: Find wastebasket

Step 4: Grab wastebasket

Step 5: Walk to desk

Step 6: Drop paper in wastebasket

Codex 12B

Task: Brush teeth

Step 1: Walk to bathroom

Step 2: Walk to sink

Step 3: Find toothbrush

Step 4: Pick up toothbrush

Step 5: Put toothbrush in mouth

Step 6: Move brush around mouth
for two minutes

Step 7: Spit out toothpaste and
brush into sink

Step 8: Turn on water in sink and
rinse brush for one minute

Step 9: Turn off water in sink and
return brush to cupboard

Task: Throw away paper
Step 1: Walk to home office
Step 2: Walk to table

Step 3: Find table

Step 4: Turn to table

Step 5: Find paper

Step 6: Grab paper

Step 7: Walk to trashcan
Step 8: Open trashcan

Step 9: Put paper on trashcan
Step 10: Close trashcan

Translated Codex 12B

Task: Brush teeth

Step 1: Walk to bathroom

Step 2: Open door

Step 3: Walk to sink

Step 4: Put pot on sink

Step 5: Put brush on toothbrush
Step 6: Turn to toothpaste

Step 7: Put toothpaste on toothbrush
Step 8: Put teeth on toothbrush

Language Models as Zero-Shot Planners: Extracting Actionable
Knowledge for Embodied Agents
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scene to text

N
T System S Scene <> Instruction Robot Planning & Interaction Grounded Closed-Loop Feedback
Message Caption Human
You are an assi There iS a @ Can you bring me the drink from the table? seens DESC”P‘O’ = S“CCSSS Detecton
. . User: Please set Robot
stant situated white table, : N -
. up a home office. go to table .
in a 3D scene. wooden ... o
| see: coke, water, chocolate bar.
Do you want water or coke? N
Tokenizer Tokenizer Tokenizer o
® Coke please.
¢ ¢ ¢ Robot

"pick up the coke"

pRt @ 1:;;;\:,;: not successful.
Large Language Model pick up the coke” -

Success Detectol

Robot Action was successful.

"bring it to you"

Tedious text, intractable to
embed Comp|ex 3D information Inner Monologue: Embodied Reasoning through Planning with

Language Models

15
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System 3D Scene Instruction
Message .:l : 2

You are an assi-
stant situated
in a 3D scene.

User: Please set
up a home office.

Tokenizer 3D Encoder Tokenizer
N N N

Scene-aware agent with capacity

Large Language Model of perceiving (3D) scenes

1. Place the desk in the desired position in the room...
2. Position the chair next to the desk, to the right of it.
3. Set up the shelf to the left of the desk...

4. Place the lamp on the desk...

5. Arrange the showcase to the right of the desk.

6. Place the plants on the shelf...

7. Hang the curtains on the wall behind the desk...

16
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Scene representation

d
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Object-centric

point clouds Object-centric features

é, Machine Learning @ BIGAI

17



F

Embodied Generalist Agent in 3D World

System N Egocentric '] 3D Scene </5| Instruction

Message Image

You are an assi- User: Please

stant situated describe the toy

in a 3D scene. house over ...

Tokenizer AZD Encoder & 3D Encoder Tokenizer
N2 N2 Nz N2
Large Language Model LoRA®S
Text Response | Action Response N

There is a sofa : It’s a kitchen | P=[0.1,-0.2,0] ! “Turn right”

nexttothe TV. |  for cooking. | =[0,0,0,1] De-tokenize

1 M) (1 N
Uniﬁed task Sequence You are... SgD) ""SgD ) gD), .. SgD) USER: ... ASSISTANT:
system message 2D image tokens  object-centric instruction
(optional) 3D tokens

|B| T
Auto-regressive objective
b=1 t=1

Machine Learning @ BIGAI
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Captioning

Reasoning

Dialogue

(EL Machine Learning @ BIGAI

An Embodied Generalist
Agent in 3D World

Planning

Navigation

Manipulation

19



Captioning

Reasoning

Dialogue

An Embodied Generalist
Agent in 3D World

Planning

Navigation

Manipulation

éL Machine Learning @ BIGAI
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Object Captioning 3D Captioning Manipulation

LEO-align LEO-instruct

Object Referring 3D QA Navigation

Scene Captioning 3D Dialogue Task Planning

erport3D CLIPort
A v




QE.L Machine Learning @ BIGAI

Caption

A group of people standing outside...

Boxes
person: [0.681, 0.242, 0.774, 0.694],
person: [0.63, 0.222, 0.686, 0.516],

LLM
- [ -~ T

LLM & \ How many chairs? \
: (@
| can see two chairs.
=l ChatGPT [ ]
% GPT-4 & [ Are they in the same color? ‘
Yes. And they are also in similar shape. ﬂ?_}

22
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Messages

1. System Message

2. Demonstrations
Scene Graph Context:

Human-labeled Responses
3. Query (a new scene)

You are an Al visual assistant in a 3D scene...

{'sofa-1": {'attributes': {'color": 'red'}, 'relations': ['to
the right of chair-2', 'in front of table-3'}, 'chair-2":
{'attributes": {'color": 'brown'}, 'relations": [[}}

4 Scene-Graph-based Prompting

Responses

1) Object scene caption
2) Scene caption

3) Dialogue (O-CoT)

4) QA (O-CoT)

5) Planning

Potential Issues:

1) Wrong Answers

2) Negative Responses
3) Responses with IDs

~

-

Refinement Procedures )
<> Refined Responses

Raw Responses

1. Wrong Answers
There are two curtains in the room.

1. Answer Refinement
There are 3 curtains in the room.

2. Negative Responses

Question: Where is the football table?
Thought: football table-17

Answer: unknown

2. Removing Negative Responses
The negative responses will be
removed.

3. Responses with IDs
The kitchen cabinet-9 and kitchen
counter-10 are parts of the kitchen.

3. GPT-based rewriting
The kitchen features a cabinet
and a counter.

4) Others 4. Others 4. Others
\ Scene Graph Context ) \Unnecessary contents (Thought, etc.) Remove unnecessary contents. j




<

ﬁalogue (O-CoT): \
Dialogue Context: high level task: organize the bedroom. low level task: check
some objects.

Human: | need help organizing my bedroom. Can you assist me?Thought: no
specific objects

Assistant: Of course! What specifically do you need help with?

Human: Can you check if there are any clean clothes hanging on the wall?
Thought: clothes-13

Assistant: I'm sorry, but the clothes hanging on the wall are messy.

Human: Thanks for your help! Thought: no specific object

(Scene Caption: \

In this room, there is a wooden floor that is
clean and flat. A tall wardrobe stand on the
right side of a desk, close to a basket. The
wardrobe is in front of a chair, a bed, and
behind a bedside table. Clothes are hanging
on a white wall, to the right of a closed
curtain. The bed is wide, clean, and covered
with blue blanket. The room has a
comfortable and organized setting with

@sistant: You're welcome! If you need any further assistance, feel free to ay Qunctional furniture. j
[C)biect Scene Caption: QA (O-CoT): Planning: )

The showcase is supported by Question: Where is the printer located? Thought: printer-8 High-Level Task: Organize and tidy up the bedroom.

the wall and positioned behind, Answer: standing on the desk Low-Level Actions:

close to, and to the left of the Question: How many blankets are on the bed? Thought: 1. Clean the floor by sweeping to remove any dirt.

shelf. The wall is flat, architectural, blanket-16, blanket-17 Answer: 2 2. Make the bed by arranging the blanket and pillows.

and dark in color. The shelf is Question: What is the type of the room? Thought:wardrobe- 3. Place any loose items or belongings into the basket.
\made of wood and has a low size. 2, desk-7, chair-11, bed-15 Answer: bedroom 4. Arrange items on the shelves and showcase in a tidy way. )

Machine Learning @ BIGAI
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Scan2Cap (val) ScanQA (val) SQA3D
C B-4 M R Sim C B4 M R EM@1 EM@I1

Task-specific models

Scan2Cap (GPT-3) (Chen et al., 2021) 35.2 224 214 435 - - - - - - 41.0f
3DJCG (Cai et al., 2022) 477 31.5 243 518 - - - - - - -
Vote2Cap-DETR (Chen et al., 2023) 61.8 345 262 544 - - - - - - -
3DVL ScanRefer+MCAN (Chen et al., 2020) - - - - - 554 79 115 300 186 -
ClipBERT (Lei et al., 2021) - - - - - - - - - - 433
ScanQA (Azuma et al., 2022) - - - - - 649 10.1 13.1 333 21.1 47.2
Task-specific fine-tuned
3D-VisTA (Zhu et al., 2023c) 66.9 340 271 543 538 696 104 139 357 224 48.5
3D-LLM (FlanT5) (Hong et al., 2023) - - - - - 694 12.0 145 357 20.5 -
LEO 684 369 27.7 57.8 54.7 80.0 115 162 393 36.6 53.7
separating-piles pa:coléijr;‘g;;f_(;:ﬁle P ut:gg);i(:_in MP3D-val HM3D-val
seen unseen Seen unseen seen unseen S(T) L(T) S(T) L(T)
LIPort Transporter 484 523 463 373 647 187 ObjiNav ] ]
C o CLIP-only 902 710 958 57.8 977 445 JNav H.w. (shortest) 4.4 2.2
Manlpulatlon RN50-BERT 465 449 940 56.1 918 23.8 NaV|gat|0n H.w. (70k demo) 35.4 10.2 - -
CLIPort (single) 98.0 752 96.2 719 100 25.0 VC-1 (VIT-B) - - 571 314
CLIPort (multi) 89.0 62.8 844 703 100 458
LEO 988 752 766 798 862 352 LEO 23.1 152 23.17 19.1°

IE] ) Machine Learning @ BIGAI



Related research

Mobile Manipulation PaLM-E: An Embodied Multimodal Language Model Task and Motion Planning

e Given <emb> Q: How PaLM—E: a Comprehensive

Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block
to grasp blue block?

- - generalist exceling in multi-

the blue block. modal reason|ng and plannlng

Tabletop Manipulation

Large Language Model (PaLM)

Human: Bring me the rice chips from the
drawer. Robot: 1. Go to the drawers, 2. Open
top drawer. | see <img>. 3. Pick the green rice

Given <img> Task: Sort
colors into corners.

chip bag from the drawer and place it on the Control A: First, grasp yellow block and ... Step 1. Push the green
counter. star to the bottom left.
Visual Q&A, Captioning ... Step 2. Push the green
Describe the following Language Only Tasks circle to the green star.
) Given <img>. Q: What'’s in the <img>
age? Answer i o Q- - Lo A e ammm i )
AMages AISWELIN SMOJIS Adogjumpingovera Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop
J>#090 hurdle at a dog show. ¢ Robot Control
T ! Q: What is happening Q: What should the robot itk nll
doto <task>? A: ... RT-2

in the image?

’) cococooo

A grey donkey walks
down the street.

= ” 4
Put the strawberry
R - into th t bowl
Q: Que puis-je faire avec ViT o
ces objets?

RT-2: brlf:!glng the gap 3 l —
between vision, language ) - (AL hr 2

d . ﬁ Q: What should the robot
> do to <task>? Robot Action
and action L N
* [ATranslation = 0.1, -0.2, 0] I | %

ARotation = [10°, 255 -7°] Co-Fine-Tune

Deploy

@ Machine Learning @ BIGAI
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Memory-Augmented
> Multi-modal
Language Model

language

’ Controller

[ |
L{<obs>] [ <act> ]

keyboard
& mouse
]

Environment @

vision

—| <obs,task>

Query Gen
(MLM)

vision & language

—_—>
retrieve

>

reference
<plan>

Multi-Modality
Memory

context

Planner
(MLM)

v

save

CraftJarvis: Multi-task Embodied
Agents in an Open World

Machine Learning @ BIGAI

&

" CraftJarvis
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CraftJarvis: Embodied Agents in an Open World

Open-World Multi-Task Control Through Goal-Aware Representation Learning and Adaptive Horizon Prediction,
CVPR 2023

Describe, Explain, Plan and Select: Interactive Planning with Large Language Models Enables Open-World Multi-Task Agents,
Best paper award, ICML ‘23 TEACH Workshop
NeurlPS 2023

JARVIS-1: Open-world Multi-task Agents with Memory-Augmented Multimodal Language Models,
arXiv 2023

craftjarvis-jarvis1.github.io

(EL Machine Learning @ BIGAI 28


https://craftjarvis-jarvis1.github.io/

Minecraft: embodied Al in an open world

Open-ended Environments

Craft Glass Bridge Build Oak House

Make Ice Igloo

Combat Zombie Fish Squid

Farm Sugar Cane

Find Ocean Explore
Monument Desert Temple

B .
-%"‘

Treasure Hunt
in End City

Today’s embodied Al
e Restrictive objectives
e Very few tasks
e Limited knowledge

é, Machine Learning @ BIGAI

Generalist Agent

Internet-scale Knowledge Base

fishing. but drowned can spawn at night.

() r/Minecratt
e :"""'s bringing blocks o o0 1 present to you me struggling to get up
Sehesacese stairs in the end city

@ ! ¢o2 starcase nthewall
h Or just use enderpearl.
o
(@ Water is useful in a lot of situations,
© Early game, and late game

Embodied Al in an open world
e Open-ended objectives
e Massively multitask
e \Web-scale knowledge

29
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Planning success plummet in open worlds due to new challenges

Challenges in open world environments

-

- o Minecraft
] 23%

[JPlanner w/ Learned

[Planner w/ Oracle

ALFWorld

1 42%

Tabletop Environment

80%

.

b 50% 60%
Success Rate

Challenge #1: Complex Sub-task Dependency

= O0—@
Y

ina green bowl”
Manipulation in Tabletop environment

Mine diamond in Minecraft environment

Machine Learning @ BIGAI

Challenge #1: long-horizon planning

Open worlds have highly abundant object types
with complex dependency and relation. As a

result, ground-truth plans typically involve a long
sequence of sub-goals with strict dependencies.

=> Planning Success Rate will drops significantly
on long-horizon tasks.

30



Challenges in open world environments

@ Machine Learning @ BIGAI

Challenge #2: state-aware planning

When dealing with a task that can be completed
by executing multiple possible sequences of sub-
goals, the planner should be able to select the
best route base on the current state of the agent.

=> the complex and diverse state distribution of

open-world environments makes state-
awareness hard to achieve.

31



Challenges in open world environments

Prompt Instruction Relevance with LLMs Combined Skill Affordances with Value Functions

Task: Shave

Step 1: Grab razor [ Step 1: Squeeze out a glob of lotion ] P - .
Step 2: Switch on razor ! Prompt Examples 0 Find an apple 06
Step 3: Put razor on face l e -30 Find a coke 06
Task: Apply lotion Y TT— -30 Find a sponge 0.6
Pre-Trained How would you put )
‘ Frozen Masked LLM an apple on the -4 Pick up the apple 0.2
[ Pre-Trained Causal LLM ] table? -30 Pick up the coke 0.2
1 I would: 1.
N -5 Place the apple 0.1
[ Step 1: Squeeze out a glob of lotion ] [ Step 1: Pour lotion into right hand ] 4
Q -30 Place the coke 0.1
—_— . - ; Value
Zero-Shot Planning via Causal LLM Translation to Admissible Action Go to the table 0.8 Eliféton
LLM -20 Go to the counter 0.8 “ : S
Task: Shave Prompt
Step 1: Grab razor
Step 2: Wash razor I would: 1. Find an apple, 2.
Step 3: Switch on razor ‘

N
Task: Apply Ion.on ) . n VE
Step 1: Pour lotion into right hand

Step 2:

1 Frozen
| Pre-Trained Causal LLM |

LLM for planning in close worlds
Step-By-Step
Autoregressive Generation

Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied Agents
éi Machine Learning @ BIGAI Do As | Can, Not As | Say: Grounding Language in Robotic Affordance 32
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CraftJarvis: an embodied agents in Minecraft

Instruction
v
(Re-)Planner Explainer
LLM* explain LLM*
| t
plan P, description d,
Selector Descriptor
HPM VLM
| t
goal g, feedback
Controller

Goal-conditioned Policy

obst 1 action

obs
Environment

Task instruction: Obtain a diamond @ in Minecraft survival mode step-by-step?

Initial Plan Py .‘ jé“ﬁ—).
> /—> 70-9(—)‘—>O—>7ﬂ —>® l

1 3] 1

Candidate goals: @2
Selected Goal gq: °¢ x 4

The agent locates in the birch forest,

which only has birch wood.
« B
) W
S; Agent

Description d; : I succeed on goal 1-5. 1
fail on goal 6, mining 3 @ with 2 .
Now my inventory has 5 planks, ...

Explanation: Because mining ‘ needs to
use at least A , which I do not have.
So I need to craft 2b first.

Updated Plan P,:
@> >0 —>A—0
3 1

1 3 3 1

Selected Goal

g: @x3

no other choices

Description d,: I succeed on goal .... T
fail on smelting 3= from 3 &, on§P.
My inventory now has 3 iron ore, ...

Explanation: Because smelting &= needs
to usc §Pand @ , which I do not have.
So I need to craft @ first.

Task Finished !

Finished Plan Pr: ‘

‘—)‘—>.-—>?—>7h—>®

‘Mine oak wood £3 Mine birch wood‘ Craft acacia planks ‘ Craft crafting table // Craft stick ‘ Mine iron ore i Mine coal‘ Craft furnace (2 Mine diamond
‘Mine acacia wood ‘ Craft oak planks ﬁ Craft birch planks ¥ Craft wood pickaxe A Craft stone pickaxe ‘Mine cobblestone = Smelt iron ingot I Craft iron pickaxe

Machine Learning @ BIGAI
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Instruction Codex

¥ GPT3
(Re-)Planner Explainer
“ - GPT4 ChatGPT
LLM* explain LLM*
} t
plan P, description d,

| I !

def craft_wooden_axe(initial_inventory={}):

Selector Descriptor # step 1: mine 3 logs
Bl HPM VLM mine (obj = {"log":3}, tool = None)
# step 2: craft 12 planks from 3 logs
| f craft (obj = {"planks":12}, materials = {"log":3},
tool = None)
goal g feedback # step 3: craft 4 sticks from 2 planks
l I craft (obj = {"stick":4}, materials = {"planks"

:2}, tool = None)
# step 4: craft 1 crafting_table from 4 planks

C°@“¥°uer 3 craft (obj = {"crafting_table":1}, materials = ("
Goal-conditioned Policy planks":4}, tool = None)
# step 5: craft 1 wooden_axe from 3 planks and 2
obst 1action sticlks on crafting table
craft (obj = {"wooden_axe":1}, {"planks": 3, "
obs . stick": 2}, "crafting_table")
Environment return "wooden_axe"

Lots of errors!
é,' Machine Learning @ BIGAI 34



Self-correction

&

Machine Learning @ BIGAI

( <obs,task> )

v

A 4

Planner
(MLM)

original

L <plan>

v

Self-Check
(MLM)

g1 !

v

refined
<plan>

v

Controller

( )

<explanation>
\. J

error

1

Self-Explain
(MLM)

[multi-modal

T

<feedback>

=
2

Environment

35



é, Machine Learning @ BIGAI

<task>: Obtain a diamond in Minecraft step-by-step?; <obs>: -

original <plan>:

P9 >885>8> /> ASP> >8>S0 >> >0
3 12 o4 1 111 301 !

3 1

Self-check: When simulating on the goal # , [ find #* are not enough (lack of 2 ). So
I need craft more ,# from @ . Morc@ require morc@@ . So I need to mine more @@ .

refined <plan> :

98::>805 >8> /> A>> A>8>B>8>>/>0 T
4 16 (I . — : : :

11 1 3

multi-modal <feedback> : I failed on2 . My current state is: S8 J
A is broken; I still have®® / @ @ in the inventory. My position is ...

Self-explain: Because mining i@ needs A , which I do not have in the inventory.
Crafting A4 needsiz . So I need to smelt ‘ into e first.

new <plan> by re-planning: =—> A—>
3

1 1



Embodied RAG (retrieval-augmented generation)

@ —| <obs,task> )
vision & language
d

Memory-Augmente
—> Multi-modal
Language Model

Query Gen -
retrieve

(MLM)

' <plan>
<plan>

Multi-Modality
Memory

Controller
context
Planner save
—| <obs> J [ <act> ] —> —>
(MLM)
vision keyboard
& mouse

|
Environment s | <plan> |

37
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<task>

Pool
______ l______I /
Self- |
instruct |
>
=
. o >
<task> g g =
batch B2 g
=R T)
&® wes
\ A =
=
Distributed :
JARVIS-1
Env a |
Instances

Machine Learning @ BIGAI

h

Multi-Modal Memory

"task":[entity] ¥ wooden pickaxe

"plan": [language]‘ ‘_‘_/ 7‘

et

"task":[entity] #V stone pickaxe
"plan":[language] ° ‘_)‘_‘_;‘

s oo NI

38
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Query generation via reasoning

User: My current task is @, but I have never accomplished this task
before. What related tasks might be helpful for me to complete .7

Assistant: @ (3 @&

initial query (text)

Enchanting
Table

> not in memory

+/ in memory
—> reasoning

query generation via reasoning
O— X @ X— A—X-
Obsidian Diamond Pickaxe
b@— PR
Diamond Leather
Book Paper

Diamond

> A/

Iron Pickaxe

Diamond axe

reasoning stops

—>}—>)(—|—>

h

Multi-Modal Memory

"task":[entity] ¥ wooden pickaxe

"plan"'[language]‘ ‘_‘_/ 7'

]

"task®:[entity] #1 stone pickaxe

"plan”:[language] * ‘_7‘_‘_;‘

stateimoce) |

At retrieve

final query (text): @ Diamond l Leather +__* Paper ﬁl Iron Pickaxe + final query (obs): -_ Query

Machine Learning @ BIGAI
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W Text Memory W Text Memory + Reasoning M Multimodal Memory + Reasoning = = baseline (no memory)

109% 95% 94%
85%
80%
60%
40%
40% 34%
30%
20% 20%
20%
- - 10%
= e -I

0%
‘zStone Pickaxe ﬁl Iron Pickaxe .Shield ﬂ Diamond ‘Redstone Block
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Instruction

\ 4
(Re-)Planner ' Explainer
LLM explain LLM®
I ¢
plan P, description d;

| I

Selector Descriptor
HPM VLM
| 4
goal g, feedback

| I

Controller
Goal-conditioned Policy

obst 1 action

obs

Environment
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Open world embodied control: goal-aware
representation learning and horizon prediction

Image Observation 19

Training Goal-Sensitive Backbone (GSB)

]

2 9 o x® g9
g
g ' e [ e 1
Q 1 1/ I
5 . Conv YA '
O 1 1/ 1
Extra Observation f I | [ Conv ] [ FC ] 1
1 I 1
. -Embed 1 1 I
.g-‘ t1m_ ! - Vo (R ) (e )
1 ax 1 1 I
Compass GPS Biome Voxels 1 I : 1 :
P I — Evaluation : i | (e ) (LFc },
Goal Space o; GSB I O G-Conv 1 :
Hunt a cow : Block : : [ ReLU ] [ Sigmoid ] |
Shear a sheep i) : 1 L .
o g Embed g Adjust ' : ! :
Chop Trees - ~ 1 1
§ he > ke at 1 \ |
Action Space of Embed g : 1 : 1
2 Q Adaptive Horizon -
cod O % & Prediction
Move Cam Attack Use e - —

Machine Learning @ BIGAI
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Open world embodied control: pretraining and
alighment

zTgval

AT :|linear| : f 1 + : ;

i ——— §5 E """"""""""" 4# """"""" Policy

Text e [ Transformer (VPT) ] :
Shcocen i Prior

MineCLIP :
(Frozen) & Mouse/Keyboard

Video s ——
et 2 ©\_ ResNet / \ ResNet / \ ResNet /
% | SEE B :

STEVE-1: A Generative Model for Text-to-Behavior in Minecraft

ﬁ Machine Learning @ BIGAI
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Some follow-up research projects built
upon CraftJarvis

@ Machine Learning @ BIGAI
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Voyager: GPT-4 based language agent

Automatic Curriculum

ﬁ'

ake Crafting Table

Combat
Zombie

g/

Mine Wood Log

Iterative Prompting Mechanism

async function combatZombie(bot) {
// Equip a weapon

ey £ X I

NVIDIA.

Skill Library

Mine Wood Log
Make Crafting Table
Craft Stone Sword
Make Furnace

Craft Shield

Cook Steak

Combat Zombie

Mine Diamond

const sword = bot.inventory.findInventoryItem(
mcData. itemsByName["stone_sword"].id);
if (sword) {
await bot.equip(sword, "hand");}
else { .
New await craftStoneSword(bot);} eceeece-. { Skill
Task // Craft and equip a shield Retrieval
awailt craftSheild(bot);  ceseceecacanaann,
}
Env Feedback Code as Refine Program
Execution Errors Actions 0
MINELRREY
sl & Add New skl
Exploration
Progress

Self-Verification

Environment

Voyager: An Open-Ended Embodied Agent with Large Language Models

@ Machine Learning @ BIGAI
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GITM: language agent with
structured knowledge library

HHM

E#ANTH

0 &k 57 1
T HE LI

Shanghai Artificial Intelligence Laboratory

-

\

i i equip, explore, approach, mine,
[ (Object, Count, Material, Tool, Info) attack, dig_down, go_up, build,
goal format craft, smelt, apply, place
structured action set
action list egélore keyboard & mouse
~ LLM [ mine )N
‘ goal ]—[ Declc;lr::oser } : "ﬁl: [‘ 7'[. (craft/smelt_|LLM Interface
® .o digdown ] ~~——
sub-goal tree feedback 4 red actions observation
| i environment
I |
| |
text-based | update text-based  _update |
\ knowledge memory

Ghost in the Minecraft: Generally Capable Agents for Open-World Environments via
Large Language Models with Text-based Knowledge and Memory

Machine Learning @ BIGAI
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Plan4MC: language model + RL skills EX,¥.l

Environment <

B ROAFIIR

Skill Graph

Frmmm e —————

=
P —a—"

a; <
—>~ T, 0¢ 4’[ Skill Search ]—’W S, 0¢ 4’[ Policy
J
1

A

‘W‘ ' LLM

Find Manipulate Craft

99 O ®
e J9 &

Plan4MC: Skill Reinforcement Learning and Planning for Open-World Minecraft Tasks

Machine Learning @ BIGAI
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What’s next?
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From unified models to unified agents

Binary Mask Segmentation Language Image
What sport are
they playing ?
——
The picture appeared on the wall of a EEEEE AEEEENEEEEN

Poundland store on Whymark Avenue [...] How

would you rephrase that in a few words? «——  inputsequence of embeddings

Sentiment Analysis Graffiti artist Banksy Bounding Boxes Language
: ; is believed to be Awooden shelf
Review: We came here on a Saturday night behind [...] filled with colorful

and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

ceramic dishes

® Unified-10 EmEm

© Mt e capssat of
Question Answering

parts. G
I know that the answer to “What team did

S tati Depth Mask Binary Mask Image
the Panthers defeat?” is in “The Panthers eamenation £ % = ° ST
finished the regular season [...]". Can Q y
you tell me what it is? B A—
—

%o write. There's just so
much to ancwar.

Multitask training N\ EEEEETEEEEESEEEEN

Zero-shot generalization
Natural Language Inference

Key Point Surface Normal Bounding By
Suppose “The banker contacted the professors Ll - QNG 0%e8

and the athlete”. Can we infer that "The
banker contacted the professors"?

| Y —— |
o il it

o IS 2 pac

output sequence of discrete tokens ——»

unified text models unified multimodal models unified agents

Machine Learning @ BIGAI



From unified models to unified agents

The following facts seems to be true:

1. Learning from massive web-scale data &
2. Large scale architecture O(10B)

3. Multi-tasking $&

4. (optional) Multimodal understanding L-** ©

b .
&)
What is in this picture? €5

It’'s a bowl of soup
PD with a monster face on
it.

What is the monster
made out of?

It’s made out of veg-
P: etables.

Ig] ] Machine Learning @ BIGAI



From unified models to unified agents

The following facts seems to be true:

1. Learning from massive web-scale data &
2. Large scale architecture O(10B)

3. Multi-tasking $&

4. (optional) Multimodal understanding k** ©

® 2’%
What is in this picture? ¢ Definition

I’'s a bowl of soup . :
with a monster face on A language-piloted, large-scale agent that can fulfill

= arbitrary goals from multimodal input in embodied
environments.

What is the monster
made out of?

It’s made out of veg-

etables.

Machine Learning @ BIGAI
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From unified models to unified agents

More modalities

Unified models for other

Enable few-shot (in- modalities (3D, egocentric

context) learning in these videos, proprioception,

models? high-res structured input,
etc)?

Road to agents

We need better learning algorithms for:
-episodic memory & situation awareness
-learning from interactions

lgj ] Machine Learning @ BIGAI

Beyond zero-shot

Fine-tuning:

-Flexibility to new
tasks/domains
-Preventing the acquired
knowledge from being
wiped out
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Thank you
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